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FOREWORD

hia report represcnts Part 11 of a serles of reports to be published

under the same title with the following subtitles:
art. 1 Rackgroumd

Part 111: Advanced Techniques - The Nonlinear Channel

Part IV: Appendices
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A
OF POOR QUALITY
' ARSTRACT
|
} Part 11 of this report presents o theory for dedneing and prodicting the

puerformanee of Lransmd Lier/recelvers for handwidih of £ letent modulat tons suftable

for use on the )inear satellite chamnel,  The winderlying prine Iple wned thromghout

-

{5 the development of recelver structures based on the wax imum-L kel Thood deefston
rule.  Along with this overall theme is the desire to apply the porformucee pre-
diction tools, ¢.p., chamnel cutoff rate and hit error probability traasfer Jfune=
tion bounds developed in great detail in Part 1V to Lthese modulat ion/demodulat ion
techniques. Many of the numerical 1llustrations given in summary form in Part |

are theoretically justified here in Part 11,
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1.0 Intraduetlon

Part 1 of thia repore presented a tuterdnl dlacuwsston of the various
modulat bon and coding teelmigues commonly consldered for radio and satellite
commn Leat Lon Tloks,  Although not an exhaustive prasentation, it did contain
auffledont detadl to serve as a bhackgrowmd for the more detailed study of
advanced modulatlon/demodulation teclmiques o be undertaken here in Part T and
Tater In Part YFIL,

In this part, we examine a general class of bandwidth efficient modulation
technigues and thetir error probability performance over the linear channel.
Part 11T examines these same modulation techniques for nonlinesr satellite

channels.

We begin by defining the mathematical model for the linear channel and
accompanying generalized maximum-likelihood decision rules. WNext a class of
bandwidth ef. icient modulation techniques and the corresponding maximum likeli-
hood demodulators are described. A new concept of simultaneous phase and data
estimation Ls examined followed by error probability evaluatlon of these advanced

bandwidth efficient modulations over the linear channel.

2.0 Linear Channel Model

The linear channel model we consider here is the classical additive white
Gaussian noise (AWGN} channel sketched in Figure 1 with x(t) the transmitted

stunal and y(t) the signal at the Input to the receiver. Then,
y(t) = x(t)+n(t) (11.2.1)

where n(t) is the additive white Gaussian noige with autocorrelation

N
Efo (b (0)} = = 5(1), (11.2.2)

The AWCN chamnel is of ten used as a model for the temperature dependent
nolse in the front end of receiver systems that 4s due to the sum of many incree
mental voltages caused by eicctrons in thermal motdion.  Basced on the Central

Limit Theorem, one would expect the Gausslan assumption to be a good statistical
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alt)

x(t) + -y ()

N
Eln(r #7) ali} = 508 ()

RECEIVED
SIGNAL
SPECTRUM

N
-50 IS THE DOUBLE-SIDED RECEIVER FRONT END NQISE SPECTRAL DENSITY
AND S TEMPERATURE DEPENDENT

Figure 1, Additive White Gaussian Noise (AWGH) Channel

characterization of this additive noise. For the typical narrowband radlo sig-
nal, the nolse power distribution is generally wmuch wider than the signal band-
width as shown in Figure 1, in which case it is reasonable to assume that this
noise energy distribution is flat over the sipnal bandwidth. Since we arce only
interested in the additive nolse power distribution in the signal bandwidth, the
above assumption iz equivalent to assuming that the additive nolse power distrd-
bution is constant for all frequencies,  Although this approxdimat bon makes
1ittle difference in the signal band, 1t greatly simplifics the mathoematical
analysis for the Pinear channel.,  Hence, dn what follows, we assume a constant

noise power spectral density over all frequencies (double-sidod) glven by NU/Z.)..

2.1 Represontation of AWGN

Let n(t) be an AWCN process with two-sided power specteal density given

by NU/2. Consider any set of orthouormal functions ®l(t), ¢2(t), s s ¢N(t)

B




A
aver the dntarval [0 and detine rhe nolae correlat ng component =,

g

]
L ||k = "(t)lt’k(t)i“ H k“‘l.:’-.lc-.Na (lia-,-")
. 0
i .
" It 18 eany Lo verity that f
. Ny
N r— ’.'..[ 1
' L{“L"J} -~ hij (11.2.4)
1 1
L where
- e (11,2.5) ;
l ‘\“ -
03 i) .
{ Thus, the nolse COMPORENLS By, By oee p Vy are dndependent identically distri- :
buted (f.1.d.) Gausstan random vartables with zero mean amd vartanee anz. Tha i
1
l rondom process 5
N !
- . - Y 0 . *
nt) E nk,k(t) (L1.,2.6) !
kel ;
!
!
18 the projection of the AWGN process n(t) onte the space spauned by the vrtho- %
normal funetions ¢|(t). ¢,(l), een . ¢N(t). The part of the AWGN process outside :
the subspace, namely, 1
|
T(1) = n(O)=f) (11.2.7) ;
[
j
sat istles the condit{ons
T
'ﬁ(lwk(ndt a0 3 ksbodiooosN (et )
4
{
R
3 .
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R
BANCO DT, =00 For w0 o, (11,4,9)

Tl meann that Iy aecordonee with (UG 2 o) vam b neparvated Into two
Pcdepeident cmndom procossen Coee Fpuaee Y Ty and WO where 500 can he
obtatned by dbreet corre ot bon of the AWGN, 1ng0), with the arthonerm !t funet Tonn

i I (s and,

22 Reprotentab lon ol the Receldved Skl Pl Nodoe

Suppose that one of M oatpnals Ta transml Ced over the Hiocm clvmpe] daring
the Cime interval [0,V]. Domote these shpnals an xt(!), uz(r). e s xM(t) with

vinerples

N &
Em -j xlh(t.)dt ' we=l 2y 000 M (1‘1""!'”])
0

e S

[0 92+ o0 oy

Fipore 2o Represestation of White Gausalon Nolse
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For the given signal wel, we can alwayn Cindd aw ovthonormal basis ¢'(|).
¢2(t). vers +N(L) whill N = M ruel thar all algnals are vepresentable as a Viosar

combination of thia sers Fhat e,

N
E: . 2 11"
Km(l) - 7 xmklf‘k(l) H "l"l.:qov-’M (Il.l.“)
k=1
where the sign.d contficdonts are givon hy
T

xmk = “ﬂl(t)¢‘k(t)dt ; k-1|2’||o|N (11.2.]2)
0 m-l'2.1n0|M|

Arbitvarily, suppuose that during the interval [0,T], the transe ttnd siognal
is xl(t). The signal ovut of the AWGN channel ia then

y(t) = xl(t_) 4+ n(t)

N N
'Z"M‘k(” +2 nkrbk(t) + 1(t) (11.2.1%)
knl k=l

N
- Z (xlk + nk)ct»k(t) + Ti(e).
k=1

At the receiver, we can find the basis components of the received signal, namely

o L e .

y = [ yR et
0
L] Klk + nk ; ;;.31.2};!-[“ (11.2014)
5
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from which we have the prejection onto the sigaal space

N

§(t) 'Zyk¢k(tj

k=1

N
= Z (xlk + nk)¢k(c) (11.2.15)
ket

The only difference between the AWGN channel output, y(t), and f{ts projection
onto the signal space, ¥(t), is W(t) of (I1.2.7). Since this difference is
independent of both the signal and noise fi(t) in the signal space, there is no
loss of optimality in restricting our attention to ¥(t) alone, Note that noise‘
outside the signal space (or signal frequency band) 1is unimportant.

Since §(t) 18 equivalent to the vector y- (yl.yz. s 3 yN), we can take
our channel Gutput as the rector y and the set of possible channel inputs as

K= eXoneeanx ) 3 mel,2,000,N (11.2.16)
Then if x, is transmitted, the chennel output is
Y=x +n ' (I1.2.17)
where
n= (nl.nz.....nu) (11.2.18)

Based on the foregoing, the probability of y given that X is sent is given by

2
1
pyllzy) = (—,;5,-;) exp -!Iz-ﬁlllzll@o} (11.2.19)
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Note that this form of the mae tmome ke L bhood deetsion rate s caonrdinate Tree,
Thit L8, there fs no nead to plek an arthonormal baria cbl(t). 4>2(t'). chr 'I'N(t)
and compute the ehannel output veetor y, o fere we do dlrect correlation of the
channel ontput signal y(t) with cuch of the posaible alpnals xl(t:). xz(t)- sy
xM(t). We shall use these two forma of the maximum-Jikel thood decision rule
throughiout the remainder of Part I1. For the special cases where all signals
have the same energy, such as with constant envelope signals, we can drop the
1/2 ll_:_tlmllzterm gince it is the same for all signals.
3.0 Modulation/Demodulation Techniques
In this section, we first briefly review some of the conventional modulation
and demodulation techniques as discussed in Part I and then go on to examine more
complex bandwidth-efficient modulations. The approach taken here will be to
derive both maximum-likelihood and suboptimum demodulators and as such will pro~
vide a more detailed and broader understanding of the casual treatment of these
gsame subjects given in Part I,
3.1 Coherent MPSK i
Coherent MPSK signals have the form ;
al _ xml(t) = ffé-cos(wot +2—:l'“l i m=1,2,...,M (11.3.1) ‘
= 0=stsT i
Defining the orthonormal basis functions,®
; - i
t ] ]
- ¢c(t) - \/-T cos. wgt
.
@(t)-'\}gsinmt ; 0stsT (11.3.2)
= 8 T ™" Y] ' = vt
: K
- ]
1
aWe assume narrowband signals where these are orthoponal. 1
%
’ |
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woe dee that all ol the M sipnala can he represented ag o sium of these banls

ftunctbong an follows:

- 2. — Doy
X, (1) = A con (:%9‘—) §,(0) + 3 win (3-;%-“-‘-) 8, () (11.3.3)

whoere

E = §T (Iloaoa)

in the energy per MPSK pulse.  The maximum-1ikelilood demodulator merely computes
the received signal components

T

Y. " /y(t)%(t)dt’
]

T
/-y(t)ct*a(t‘)dt (11.3.5)
0

and applies the maximum=1ikelihood decision rule:

Choose the signal X that winimizes

ly-x )%= v, = % )2+ v - Xog) (11.3.6)
where
X ™ VE con (-2%'9—) (11.3,.7a)
and
Xma - vE sin (-2-5-@—) (1. . 7b)

form = 1,2,...,M. This demvdulator structure iz ahown in Figure 31 for ¥ = 4,

10
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-t
1,0 Cobheront 16-0AM
For Lo~QAM we live the sipnal reprosoentaf fon
h ¢ ‘ = ) Iu g [
B \m(l) = 4\;'(‘) 4 hm l{wﬂ(t) (11.3.8)
: whore ‘T‘,_.(t) and ‘J"h.(l) are the same basts funetions as Tor MPSK,  Here wach
amp 11t ude, )
a oy b oo =34, =A, A, 3A) (11.3.9)
m
has one of four values resulting in the 16 possible sfipgnals.  The maximum-
likelibood demodulator computues Y and Y, s 1n MPSK modulation and applies the
decision rule:
Choose the sipnal Xa that minimizes
]
2 2 2 1.3, 1
- ly = 5, = & = %0+ &, = x ) (11.3.10)
where
X = (TT.3.11a)
- me m
_ and
]
=
X = b (I1.3.11h)
ms n
This demodulator s sketehed in Fipgure 4,
3.3 Noucoherent MEsK
Conventional MFSK signals have the form
Xm(t) = V24 cos (-~'ml + M)y moe 1,2,..,,M (11.3.12)
0 <t

12
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where & 1a some arbitrary phase term and che frequency separations are mnitiples
of A = 2%/T so that

xm(t)x“(t)dt - Esmn; mn o= 1,2,.,., M (11.3.13)
/0

where E as defined in (II.3.4) is the enerpy per MFSK pulse.

Here the complete set of orthonormal basis functions is
¢ (t) = \/2 cos w t
me T m

¢ma(t) - Jgsin Nmt; mm= 1.2...-; M (1103114)

where all of the MFSK signals can be represented as a sum of these basis func-
tions. That is,

Xy (€) = VE cos 6 b E) + /E sin © dng (E)s M = 1,200 M (II.3.15)

The receiver computes components of the vector y- (11. 22, ves 1M)
vhere

Iy * (Ymc’ yma)

T
y = y(t)tbmc(t) dt

Yns * y(t)e () de; m = 1,2,..., M. (11.3.16)

14
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If U 18 known at the receiver, then the demodulator chooses the pignal that

mintmlzen |y = x "z whore .
A

By " (ﬁml' Epar *rre ﬁmM>

X ™ ©, 0); m o~k

R " (VE cos 0, /T adn 0)3 m= 1,2,000y M (11.3.17)

when O ig unknown at the recedver and assumed to be a random variable
uniformly distributed over {0,2n], then we have the noncoherent demodulator,

this 1s based on the conditional probabilities

p(_2|35m) = By By, oo 8y exp(-la‘/No)I.O('\ﬁill,g“ll)'. (I1.3.18)

m=1,2,..., M

where

gy, ) = ;ﬁ—-exp(“ﬂiknleo) (11.3.19)
0

The noncoherent maximum-iikelihood rule is to choose the sipnal Xa that has the
larpest value of p(l|§m) for the given recelved vector y. Since IO(-) is a
monotone increasing function of its argument, we have the noncoherent maximum-

1ikelihood decision rule:

Chouvse the sipnal Xa where W has the largest energy output

22 2
Iy IS = voe * Yigs ™= Li2sees M (11.3.20)
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Fhie noneoberent MESE demodulat or mere by rocords e energy about each o the M
possihle caryfer frequene bes, This Is sketehed dn Flgure 5 ror M o= 22, Sinee
(i demodulbatar doss not regidre knowledge ol Che b irrary s Lt ] phane O, the
demodudator Ta s lep) 0 fed sdnee nooearrler aviehiron Lzt fon Ia neeessary, There
fi, however, nome lann o pertormanee nonot et fmat fug or track g the carrber

e,

b4 DRESK

Thore are several difrerent subopt i demadulators one i use for differ-
ant Ll ly coberent BPSK. Since Lhe dit ferent fal eneoder that precedes the BPSK
podulater Introdaces nemory or dependency on past data symbols, we must oW con-=
sider sequences of puises formed by sequences ol symbols,

Denote the diata sequence as a = (oo, M_yr Uy Yy eeo) and define the

BESK basis funcet ion

2

4)‘:(1.) =\ CoH r.uuL, 0=t l {11.3.21)
and fts T=sec time shifts
A , . _ - .
cbn(t) ¢C(L = uT), n = aeay =~y Oy 1, o {11.3.22)

as an orthonormal basis. The data "bits" {un} are taken to be independent iden-

tically distributed (i.1.d.) random variables with
1
e = = P = - = e [ 1 y
1 {u“ l} pr {un l} 5 (11.3,23)
The data sequence u is converted Into another blnary sequence
2= (aay X1 %o X)» ves) (10[.3.24)
by the ditfcrential encoder which outputs

- ! - N 6
X, X For all n. (11.3.25)
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Note that this results In a BPSK aignal wherve the phase (0 or ) ehapge 18 relaive

fo the previously transmltted phage,  The cransmiited plpnal In

LL1]

Kby w) o~ E %, NE ¢ () (1), 3,00)

=

where I8 ta agadn the energy per BPSK prdaes We emphaalze the dependenea ot 1w

prausmitiaed wlgunl on the total past ol Lhe data seguence i,

3400 bLgerential Docoder #L

Assume the recedver does nof esttmate the slpnal phase but bis gome arbltrary

phase refoerence 0. Then, ft has an orthonermal basis set

4
q-u(t.;U) =‘1‘/-,-]; SV f'mul; - )

2 e
tbs(l.,t)) L —\/‘,l; :».J.n(mut. -0); 02t oud

and

_— =A. f.l.
qan,c(t,u) : ¢c(a -t 0)

A [T e .
4)n's(t;0) = «;:B(f: -0y n= ..., =1, O, 1, ... (1v.3.27)
Ihe correspouding orthonormal basis set for the transmitted signal x(u) would he
¢n(t) m coy 0 »pn‘c(l.';()) 4+ sin 0 q'n,a(t;u) (11.13,28)

which of course is independent of 0 and from (11.3.26) allows this slgnal to be

written in the in~phase-quadrature form

x(tju) = 2 x VE cos 0 ¢ (t;0) + E x AE sin 0 ¢ (£;0) (11.3.29)
n n,c n n,s

nm . (X} n‘—- Bt
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Than, dinee the transmteeed sfgnal Tn repredentahle In terms af the reccelver's %
avthaonermad barda, there s ne dons ol optlmal Ity Tn exprenning the recelvied g
sl y () I bevmr of the negience y ﬁ‘yulﬂ Yo on! where i
' ' ‘
Sy
ﬁ Ly {0
Y".“ ¥( )‘n.v( $U)t
ool ;
{
- N“ N,I'. vas U o4 Iln".
(b1}
Yo y(LMIH'H(L;(J)dL
vl
- N sin 0 40 for all u (I1.3.30)

where n and n, o, e Independent Giussian random varlables with zero mean and
U s

var lonce NUIZ.

If & were known at the recoelver then the maximum=likel fhood demodulator

would chovse the data sequence u that results in the encoded sequence x which

winimizes
[ +]
ey om0y 4 i 0] .
ly = sl [(y“’c X NE cos 9)™ 4 Ouve ™ %y NE sin 9) (11.3.31)
He-o

Since € Is Indeed unknown at the recelver, as per our previous assumpt ion, we

must Instead seck a subopt lmam demodulator,. o this regard, cousider the torms

Y (% NE cos ¢ 40 }

x. NE cos +
( n ' o nn,u -1 n=l,¢

v v
Nyl

-4
N X E cos”8 + n

; n
n “n-l 1y u~l,0

+x 1 B cos + X n i cos
n n-1,v N 0 \n~l |1¢'Nfu o8 Y

2 A
- . _ a1
u, E cos” 04 n“’c (i1 3.3
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where we have made use of the relation (15,3.25) and

ﬁu.v " MaLe Mo-l,e tox Mg NEees O, NI cos 0 (11.3.39)
Simi{larly,
2 A 19 a -
T R (11.3.734)
where
Rn,s =0 Yaels tX B NE sin 6 + Xi-1 Mn,s NE sin 8 (11.3.35)
Thus, adding (I1.3.32) and (I1.3.34),
M A
Yn,¢ Tn-l,¢ tYa,e Yn-l,s T Ya L to, s (I1.3.36)

We see that with no knowledge of the reference phase €, one can compute 3 test
statistic that contains the signal unE together with additive zero mean, signal
dependent noise. A suboptimum demodulator based on this statistic is shown in
Figure & where the decision rule

A .
b, = s8n [yn,c Yn-1,c¢ + yn,s yn-l,s] (11.3.37)

has been applied to decode the original data sequence u. A generalization of

Figure & to apply to DMPSK is shown in TFigure 7.

3.4.2 Differential Decoder #2

Suppose that during the time interval -T <t < ¢+, the transmitted

encoded symbol was x_;. Then, from (I1.3.25) the next enceded symbol would be

T (I1.3.38)

[

X, = %X ;U 0=t

20
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where 1, wih e cither thoor =i, Asmamding X_, fa 1 dxed, the two possible pales

ot eneoded swymbols (le.xu) are (% [ 1) and (x—"l' ~1) and thelr inner product 4

plven by

i
x:l - =l ~1=0 (11.1.39)

{.0., they are orthopon I to one another,  Thas L o recelver s attempting to

choose between u, = L amd ny " -1 plven only the obuervat fon of y(t) during the

mterval =T =t 2 T and without knowledge of the phase reference 0,

it has the

sroblem of noncoherently choosing between two ortho wonal signals.  This s esseon-
i ) 1Y b H

tially the same as the noneoherent BESK receiver where the roceivor nust compare

the energhoes o the twe orthogonal signal coordinates. Thus, in general, another

subopt tmum demodulator computes {or u, = 1 the energy term

9 9
-y = 4 : 11,3040
(yn,c * '\n-.l.,c.) * (yu.s t yn-—l,,s) (11.3.40)
amd tor v, =L the enerpy term
2 2 41
- 1 - (- 4 .34k
( yn.t' yu-l‘,c) +( )'l‘l,H yn-‘.l,a) (11.3.41)

and dee fdde v.'i“ according to the larger of the two, A demodulator that lmplements

this decision rule is illustrated in Figure 8.

.40 Dirterent fal Becoder i

Coherent domodulat o suele as dor MPSKE and 10-0AM discussed cirlter

pequires some medats ol ontimt iy the transmitted carrier phase,  This s typical-

Iy done with o Costas loop,  Sueh catr fer synehionizat fon s not reqgu ired for non-

coberent MESK and the above two stbapt imam DBRIPSK demodulators,  We now examine

anot her DRPSK demodulator based onan approzimiat fon to coberent demedutat ton

that results in open Toop ext mates of the carrier phase. With ever Inereasiog
I i N

spoeds and complexity ol digital processing, this approach may hecome tuercasinply

fmportant, part fculariy as applied to the newer bandwidth ortieient modulat ton

techndques. A mote detailed discussion ot these applications will tollow later

(1119
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Buppose that for DBPSK, we assume the unknown carrier phase 0 Ls part of
0 % 20 dnto L

Lhe datia we wihsh to estimate, Lot us quantlze the phace space 0=

0 L To emphasize this formulation, we now rewrite the

v lues lll, 132. cen s

transmitted sipgnal of (11.3.29) In the form

(1Y)
.. = 0 “OH ) N - .
x(L,‘p__,['lq_) E X JT [ma 4y QII"C(L,l s34) A win (lﬂl ¢'n,ﬁ("’09,)]’

115 =1

(11.3.42)

keeping In mind that the true carrier phase is indeed 0. As usual, the receiver

,and ¥, of (11.3.30) for all n. Without loss of optimality, all

computes

t Yoy 1,8
decisions can be based on these basis components.
Suppose for the moment we Limit ourselves only ton 1, 2, «oey N Then
aible quantized phase angles 0y, Oys wves

HN .
pussible sequences X and 1. pos
4 i(U) with

wo have 2
N ;
~ 2 possible transmitted sequence

nl. Assuming there are then M= 1
palrs of components

_jvos 1]
x VE 1, 2, N (11.3.43)
n
sin U

we have the max imum=1 ikelihood devision rule®:

Chuose ﬁaunié that maximizes the inner product

N
(y.x(n))= E y“‘c (x“ B ocos 0) + yn,s (x‘:l Jﬁnsin o)
n=1

N

o :' + u PR T k) !
E L JI. Yoo cos b+ yn,s sin U (11,3.44)

n=1

N
aver all 20 seguences X and 1. phase angles U,

are assumed Lo have the same ¢nergsy.

25
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Note that for a glven fixed 0=0
the bit by bit decisioen rule

g the best eatimate for x is obtained from

X, = 680 y“'u CoH OR + yn.s sin 02 (T1.3.45)

: Because of this.we can separate the estimates of the data X and phase 0 duto a
two step demodulation structure. Thus we have the approximate maximum-1ikelihood
sub~decoder shown in Figure 4, 7This sub~decodor must be duplicated 1, times,

once for each quantized angle 0 The output ol the sub=decoder with the largest

N i
value of [XJE(UR)]; L= 1, 2, w0, L ois then chosen as the desived output which ‘
consists now of both a decoded data sequence Q and a phase estimace 0.

We lhave shown a form of the decoder that "blocks'" the received sequence into
N pulses. A continuous version of this decoder can be easily constructed. Our

purpose in introducing this joint phase and data estimation demodulation structure

here is to motivate looking at similar phase and data demodulation structures
for more complex bandwidth efficient modulations where it might not be obvious
- how one would design the usual closed-loop type of carrier phase estimator. Also,

to re-emphasize a previous statement, with new digital processing capabilitics

i e T a il e irmm mit o

these phase and data open loop demodulators may be a cost effective alternative to

1
having a separate closed loop phase estimator, especially in systems with burst i
]
mode oreration such as TDMA or packet radios where fast acquisition is important. 1
-

3.5 Coherent BPSK with Intersymbol Interferouce g
- We now return our attention to coherent BPSK modulation to introduce use of %
- the Viterbi algorithm [1] as a maximum-1likelibood demodulator when intersymbol g
E
interference (IS:) is present at the recelver, TFor convenience in what follows, :
- we shall use the nonoverlapping and therefore orthogonal set of pulses defined \

by (11.3.22) au the basis for representing the coherent BPSK signal in the absence
of ¥SI, Thusg, analogous to (11.3.206), we have .
|

o

x(tju) = E u J?T¢n (v) (11.3.406) )
1
N= =00 x

where again the dependence on the i.i.d, data sequence u is to be emphasized.
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Ar T
RF filtering, channel multipach, and other channel propagation characteria-

tica can often lead to interasymbol interference where the ahove BPSK signal arrives

at the recelver in the form

(4]

A(tiu) = Z " h{e-n't) (11.3.,47)

! - 1R -

T T

where (L) may span several aymbol times. In Figure 10 we show an RiF filter

causing the input pulsc q)n(n) = ¢c(t-n'l‘) to appear at the fllter output as h(t-nlt).
' Recall that the max imum~likelihood decision rule for selecting the data
sequence is to choose {4 that maximizes
l
g(t)x(tjwdet - 1/2 f x2 (t3u)dt (11.3.48)
)
) Defining
Y, © ~/' y(t) h(t-nT)dt (11.3.49)
-3
and
ho o f h(t-nT) h(t-mT)dt for all m,n
we have
o )
[ yontewae = 3wy, (11.3.51)
LK} n-.:-oo
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Figure 10. A Transmitter Model for BPPSK with 151 i
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and

m . In

f amd 2 303w (11.8,52)

-t TGN

Next, woe assume that the Intersymboel (nrterjerence has fInite apan L.
That 1s,

hy = 0; | 1] (11.3.53)

Thus, uwsing (F1,3.53) dn (J1.3.52), we obtain®

) . e U III-.].. i l’\"]‘
GO I DEND DERWRD DN
JF (L)de = "y By " AL “n M
l'l!."\'—lll 1“5;-”' II!(:_I| [15‘.-(" 1“:’,.‘—!\'
- 2 h0 + 2 um Z “m-'jhl + Z un Z uu-'i.h—,[
n=-w Tl = i=1 e = i=1
had IJ"].
- . Y
E ho + 2un E un-ihi (11.3.54)
==t i=]

and from (1i.3.48) the maximum-likel thood decision rule becomes:

Chovse the sequence u that maximizes the sum

3 i)
hu
2 Yn¥o 7T T unzun—ihi

1=~ i=1

#*Note that because of the ';;n;n't:uy in the defindtion of hm

we have hi - h_n1 for all 1.

- given in (11.3.50),




We now show that the max hnum-d Lkel (hond dectaton rule can he dmpl ement ed

using the Viterhl al porttim and we pefer Lo Lhe resnlt ing domodulator ad a Viterhi

dempdulafar,  Flest detine the signi) pegquenee state B, for the nth Interval oan

Lhe seguence ol L=l previoad ditty hilea, Loes
l l [ ] ]

- . w
By ("nﬂl. My ge e u“H(L_l)) for all n (14.3.59)

Hore we see thuat the state Bl for the ntlst dnterval ¢ e formed fram Hy mud

v, by merely shlfting the Hymbo by In B, one wtep to the right and placing w, in

the It position. This in representoed as

t .' TR o I
H“+l - }t(““’““) {for dl.l n (]] .j.‘jh)

Thug, siunce the transmitted signal ts glven by (1 1.3.47), then for each interval

indexed by n,

X, = f x(;u)h{t-nT)dt
(14 [
= E uy f h(t-mT)h{t=-nT)dt
l“'.'.‘.—tl.l -
FAY]
= -2. u h
mon-=m
“r»'-:-l\l
1-1
- Z “u—ih:i
i=
1=1
= uhhU + E \1“__1I|i
fe=1

= n“hO 4 (_h,Hn) (L1.3.57)
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where I = (Il]_,h._,. Vi g hl"l)' Clearly, from (LL.3,57), the signal Components

live the form

Koo iy T1,4,54
N 1(:n.l”) (1 )
and Lhe slwna ]l process then i a Cnbte state deseript bon,

The chanmel output an deseribed by (11.30,49) can Do expressed in terms of

fts sigual and wolbe components, .o,

Yp ™ X, tn, tor all n (1i.3,5%)
whicry
X, = f R uh(t-nT)dt = i: "mhm-n (t1.3,00)
- 12
and
nn = fm n{t)h{t-nT)dt (11,3.60)

-t

Note that here the additive noise components {nn} are not independent. Finally

detining the metric

hh
l‘ll()'u;l.lu,sn) = unyn = ‘;! - un(.hDHH) '(1113062)

we see that the maxiwum~likelihood rule is to find the data sequence ﬂ or

vquivalently the state sequence § that maximizes the acceumulated motrte

(L Y]

mly ju ,8
}E: (yu‘ll’tg

NE e

For this formulation of the finite state salgnal description with the additive
metric, the Viterbi algorithm is known to be a solution, This is shown in detail

in Appendix A. We show here a simple example where L = 2,
2
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Framples L= 2

=1 b1 h
) ul { -1

- ' TR
unhﬂ 1 anhl (11.,3,61)

Thes metrte af (114 00) dn

1
1
|

1.
m(‘yn'“n‘”n) "W 'z“‘u - l'n“n---.l,h,l,

] .
- - |: . ,
Y 2!10 "anh]. (11.,3.04)

Sincae s s o0 o van have only two possible values we have @ two satate Viterbl

n
demodulator whieh Lo oshown e Flgure 1) topethnr with Lus corresponding trallis |

dbagram, The hrancles of thie trellis dlagram ave tabelled with the viduen of the

slgnal component:s txn} and the data bit corresponding to each state transltion,

SAMPLE AT
t=nT .
y(t) MATCHED Y, TWO STATE Y,
] FILTER o]  VITERBI o
h{=t) ALGORITHM
he +h by +h h, +h
0 0
A e e () .
b1
[~] x4
7
o™
(4
;(\Q
“hy -1y ~hg =hy ho-hy ~hg = h “hg =y
"] ‘I el “l -l -‘
(un-l 1) (Un =1
Yn-2 Yn-1 Yo Yn4l Yne2

A lwo State Viterb! Demodulator and its Trellis Dlagram for
BPSK with 81

Figure M.
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It is important to note that, in deriving the maximum-likelihood rule, we
did not use any orthonormal basis but instead used the coordinate-free form of
the rule. This resu.ted in taking as the channel outputs the matched filter
output samples of (11.3.49). The noise components of these samples, as defined
Ly (11.3,61), have the correlation function

N

- . .0
h{nknj} 3 hk_j for all k,} (I1.3.65)

where we have made use of (II.3,50). Note that, despite the fact that the
additive noise is correlated in the filter sample ocutputs, the Viterbi demodulator

is still optimum in that it performs the maximum-likelihood decision rule.

4.0 Bandwidth Efficient Modulations

One approach to developing bandwidth efficient modulations is to take a con-
ventional modulation and then use RF filtering to shape the signal spectrum. This
is typically done to reduce out-of-band signal energy. On the other hand, as we
have previously seen, this can also result in intersymbol interference which de-

grades system performance, particularly when a conventional demodulator designed

for the original unfiltered modulation is employed. Using a maximum-likelihood
Viterbi demodulator in this casé can often dramatically improve the bit error
rate performance.

In view of the above, it makes sense to consider the possibility of changing
the modulation itself to shape the signal spectrum rather than use RF filtering on
conventional modulations. In this section, we first examine some modulations that
are used in practice today that attempt to accomplish this. Following this, new

advanced bandwidth efficient modulations are defined and examined in detail.

4.1 Controlled ISI: Duobinary and Partial Response Signals

Duobinary signalling, first introduced by Lender [2], is an attempt to con-
trol the signal intersymbol interference at the modulator in some known wiy so as
to minimize the unknown intersymbol interference caused by a telephone channel.
The various generalizations of this modulation are referred to as partial response

signals [3,4].
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A duoblnary mudulator L shown in Figure L2, The L, 1.d. data sequence {un1

is Uirst differentially

This encoding operat fon

evident In the demodulat ion structure which we examine noxt,
The duobinary sequence {xn} fs then obtained trom {:r.n} by simply addiog 24

to ieoone bt delayed version ot ftaedl, e,

Note that {xni is a corvelatod three-loevel (=10, sequence where

vieoded to produce the [of.d, seguence {znl where

o= o all i.h.1
" hetty ot 1l u (1i,4,1)

i necessary (o prevent error propagat fon as will become

X2t a ror all n (11.4.2
n i n-4

Pris o 2b s teix =21 U4
Prix - Q) ¢ 172 LA
u z X AMPLITUDE x(kv)
MODULATE  [mee—e-
$(1)

n=) D

- D

v h g
DIFFERENTIAL CONTROLLED 151
ENCODING 1O FOR SHAPING
PREVENT ERROR SPECTRUM
PROPAGATION

x{t;v) l x \/E ¢(t-nT)

e L

Plgure 10 A Duobinary Madulato !
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] Finally, the transmitted duobinary signal x(t;u) is formed by amplitude

modulating the pulse shape sequence {¢{t-nT)} with {x“} resulting in

x(t;u) = D x V¢ (tnt) (11.4.4)

NS

Here the amplitude modulated pulse ¢(t) has the property

J/¥J¢(t—uT)¢(t-mT)dt = Gmn (11.4.5)

That 1is, shifts of the pulse are orthogonal even though the pulse is no longer re-
stricted to lie in a T-sccond interval. Typically ¢(t) 1s chosen to have spectral
characteristics matched to those of the channel, This pulse can also represent
the combined controlled 18I pulse and the channel filter impulse response,

Transmitting x(t;u) over the AWGN channel results in the channel output
Cy(r) = x(tin) + a(L) (I1.4.6)
where agaion it is convenient to take as our basis

¢“(t) = $(t-nl) for all n {(11.4.7)

Without loss of goporality, we again also use as chaunel outputs the components

N ARTCIN G

- xk.’l-:' + 1 (11.4%.8)

k

where {nkl is an f.1.d. sequence of zero mean Gaussian raundom variables with

var fance N“/Z.
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Note that, trom (L1.4,0) and (11.4.2), we have the signal term

[

X s .u o
1 n-1n

n-1

= . LAWY
zn_l(l + “n) {11.4.9)

Defining the state at time n to be

=

RN (11.4.10)

thon, analogous to (11.3,56) and (11.3.58), we have the general forms

8 ., =2
n+l n
-

zZ ,u
n-1n

= g(sn.un) (11.4.11)

and
L s“(l +.un)

= f(sn,un) (11.4.12)

Since the maximum-1ikel fhood receiver maximizes the fuanetfon

1 2 t 1 2 . .
(m(ub -y x| ® - Z [ynxu/x-. - éx“)l':] (11.4.13)

n= -
wo have the metrie
3

T ’
ln()l1.x'l) - y“xl‘rh < R, I for all un (11.4.14)

kY
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or trom (11.4,12),

)
. . a . . ;J: - A= " N .’ @
m(y.u“,.:n) yn!(hn,u“)nl. ._!l (.“.u”)l. (11.4,.19)

With this tormulation Lt is cvident that the maximun-1 fkel Dhood diomodulator van

be realized by the Viterbi algorivim. This is shown in Figure 13 where vhe
branches are labelled with the values of the sipgnal terms {xni.

Note from Figure 13 that the two shirted alternat ing statoe sequences

RS SRS T D A S O B A

RPN S Y IS S B ) B L

both yield X, " 0 for all n and thus are indistingnishable at the demodulator.

Without the differcuntial encoder the state sequence and the data sequence would

be the same and thus we could have an error propagation condition it we selected

the wrong shitted alternat ing sequence. With dirferent tal eneoeding both oy the

two shifted state alternating sequences have only one unlque data sequence 1 hus

resolving any ambiguity., du Figure 13 we show the data bit below cach branch

corresponding to cach state transition,

SAMPLE AT
t=nl N
y(t) MATCHED ?< Yn TWO STATE v
— FILTER o—=]  VITERB e
(=t ALGORITHM

(un:” (uml'v‘)

L Tntt
Figure b3, A Two State Viterbt Demodultater and tts Trellis Dlagram
for Duobinary Modulat ion
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Althongh the VicorhD demodulator is o max fmme LIke | Hhood demadubator,

tn practice, suboptinum demodulators are often used beeanse of thelr simplivity.
Rl

For example, note from (1Y 4.09) taat

|x | = (11.4.16)
{1

Hence a subuptimm decision rule based on a single channel output sample could be:
For each n, choose ﬁ“ = 1 1f and only if |yn| 3wk,
The implementation of this decision rule as in Fipgure 14a 1s the conventional
receiver used for demodulation of duobinary éignuls where 1 48 a normalized
threshoid whose value satisfies 0 <« n < 2.
A suboptimum decision rule based on twg successive channel output observa-
tions can be obtained by considering the sum Zyn + Y1t In particular, from

(I1.4.8) together wich (I1I.4.1) and (11.4.2), we have

2yn + yn+1 = (BZn + 22u-l + zn+1)Jh + An“ + “n+1

= Zn—l(ann + 2 + “n“n+])lg + Znn + LR (11.4.17)
RS eSS
w
n

Thus, since

4 or 6 v = 1
n

lw, | =

n

O or 2t u = =1
n.

where the pairewise cholee of values for |wn| oceury with equal probabflity, then
em:mMuymsaMmmimmanHhm1uh'umumtnWmame-mmhlhw
Por vach n, choose u = b it and only it |2v + oy | 2ok
1 : n “utl
where now 0 bs chosen to satlsfy 2 - 0 < 40 This dectston rule has the fmplemen-

tat lon {1 lustrated in Figure 14h,
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=3
i

e

Fipure lda. A Suboptimum Recetiver for Puobinary Signals Based
Upon a Single Channel Output Observation

i

e

ez TR B

v .
Yt} Yo ' ol _ - ‘wn’yn'll

xdad

Figure 14b. A Suboptimm Receiver tor Duobinarvy Signats Based
Upon Two Successive Channel Output Observit ions
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4.2

M5K

18
ORIGINAL P‘\G‘:m

Mintmam ahiit keying (MSK) is the slmplest form of a new class of bandwldth

effteiont modulat ton teehnlques referred to as cont inuous phase frequency shift

keying (CPFSR), or, more generally, contluuous phase modnlation (CPMY,  Ia thisd

woction, we discuss the transmisslon of MSK over the 1 inear channel witl partle-

ular emphasts on the readfzacion of the maxinum-1ikelhood demodalator by Lhoe

Viterbi algorithm.

class of modulations ment tonad above.

where

I the next section, we extend these notions to the broader

For an fuput data sequence w, the MSK signal is pliven by (see Figure 15).

el e e s o

x(t;_\}) = ‘/Jb ug)h'[mot + U(t;_;_[)]

REA)
g{tiu) i 1
(vsu) 2 i

ll:::—ll\

L

p (= ndr

0( tu)

vCoO

(L1.4.18)

(11.4.19)

x(t; v)

Figure 15, An MS8K Modulator
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(LR

and

(L) = (T1.4.20)

03 otherwise

Note that g(t) is a rectangular pulse of T-sccond duration,
In view of (11.4.20),

t t-nTl jO; t < nl
g{t-nT)dr = glr)dr = E%%l; nT St S (k)T (11.4.21)
-0 0

%; (n+1)T = ¢

Thus, for the interval nT 2 t 5 {(n+1)T we have

n~1
v) = e e I:-n'l‘) i N -
8(tsu) un ( T + 5 uy (IT.4.22)

=

We define the state s at the beginning of the nth time interval noT 2t s (w7

as

n-1

N E ]

8, " uy modulo 2w (171.4.23)

fmem
Note that s, can have only four poessible values belonging to the set
P = {o L 91‘} (11.4.24)
] 2! ] 2 *

We also can describe the state transition by

Y modulo 24 (11.4.25%)
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which 1s {llustrated in Figure 106,

15 then glven hy,

t-n
| - . = ar
(N “u"( o

Figure 17 I8 a sketel of the Het of
poquences u. This portrayal ol MSR

a cont Inuons phase blnary iredquency

POOR QuALITY

In torms of the state “n' the MSK phase term

J) + b nlt s v o= (k1) (T1.4.206)
all posadhle phanes, 0(t3u) for all input
clearly demonstrates frs charaeterzation as

shilft keying,

Sinee x(ein) s a constant onve Lope sipnal all sequences have the same

sipnal enervgy.  Henee, the max fmim-1

u that maximizoes
o

y(t)x(tsu)dt

&l i)

Figure 160 N Stat

Tke l thood demedulator looks for Che sequence

o (n+1)70 !
ﬂ
= E y (O x(rsu)dt (14,270

ne=e T

o Franstt ton Niageam for MSK
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hai IR
7T ‘j?g._’al‘ ' g >

.

Flgure 17,

A Sketeh of 0(tsu) for all Possible Input Sequences v
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Conaldering cach sub-Iotegral, we have

(1) (1)

v x(tanddg = v(t)V28 conla b + u Tr(-"-:-;"‘]) + 8 pdt '

0 nv A n

T n'r
(it
AVa - LS LURY
(vos hn) y (L) V28 mu[mOL 4 u“u( g )]t,lt
n'l
(n+1)1
. AR : S Y
- (=in H“) y(L) V25 Hlnl}nol. + l.ln'I'T( i ).]dL
ot
(11.4,28)
Next, defining the intograls
{n+1)7T
N 2 tenl
yn’c(un) y(t) T cos [wot + unn( 5T )] dt
nT
. (11.4.29)
(n+t1)T
2 t-nT\| ..
yn,a("n) y(t),\[; siu[wot + un1r( i )]dt
nT

then (11.4.28) bocomes

(nt+1)71

y(U)x(esu)de = Vi yn’(‘_(un) cos 8 + Vi yn’ﬂ(u“) sin 8

n't

(11.4.30)
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' Y
whereupon the toral corvrelation of (IT.4.27) almpl e 1o
V(l xitiu ll ¥4 /]': -' R ) ! ] H l"or
ylthn(ueine ¥ E l_\"'(l(un) conion \n.H(n”) tln “‘J CHEchait)
- N
Maring the ot h Toterval the recotver (Flgure T8) computes the fourscomponent
veetor
' - ; -1 Y,
y'nﬁ (vn,v(]‘)‘ ‘\H,l‘( 1), ‘\II.H(')' "”n,rs( ”) (11.4,32)
aned uses the metric
; i) =y e 5 Ay shy s 1604,
m(}_/“. I!u,h“) ‘\n,v,("n) COR B 4 yll’,:(llll) sin " (LE. 403 |
{
In the four state Viterbi algoritim illustrated in fpgure 19, Here, the bratchoes j
- are labeled with the metele values,  Also wote that by assuming we heplin with a
|
y
3
- :
Ya,clV) |
3
- -1
- Yn,ct )-- .
n y
y(#) MATCHED FOUR STATE y
n,s ALGORITHM
-
- ]
Yn,sV) ;
. :
|
: f!
}
1
i
Figure 18. An MSK Recedlver ':
]
’?
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Figure 19. A Four State Trellis Diagram for Viterbi Demodulation of MSK

' kuown initial state, this four state viterbi algorithm can be reduced to a simple
two state algorithm shown in Figure 20. This reduction follows from the fact

that out of four phase angles only twe can be allowable states at the beginning
of any time interval.

A slight modification of the MSK modulator due to Masscy [5] allows us to re-
duce the Viterbi algorithn to an dmplementatton with simple delay circeuwits and a
threshold decdsion rule. In particular, suppose that the true data sequence is
ow denoted by {d,,} where

Pridn = 1} = Pr{dy = =1} = E (11.4.34)
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x "yn,c(.j) Ynﬁl,s(l) . 'yn12,c("‘) .
= : =N oy %
- -l
o) Yn,c(I) yﬂ*‘,s( ) 'Yn+2'c(1)
y (1)
n,c
- =1 -1)
yf‘l C(-]) 3 -Yn+'l 5(1) yn+2 c(_])
[ ' , i
: (+1) 27 (+1) ° (+1) 2"

Flgure 20, A Reduced (Two State) Treliis Diagram for Viterbi Demodulation of MSK

The input sequence tuu} to the MSK modulator of Figure 13 is obtained by a pre-

coding (sce Figure 21) of {dn} according to the relation
u = -d Lsin 5 + cos y ] (I1.4.35)
i n n n
where the state s, is still defined by (11.4.23). We now cxamine the trellis dia-

gram as before with the addition of a labelling below ecach branch to denote the

value of the data bit dy that corresponds to the particular state transition.

In the trellis diagram, we are primarily concerned with the probability of
correctly choosing the correct data sequence {dy}. Consider the uth data bit dy
aud suppose that we have a "maple senie” who alds us in making a decision on this
hit by teliing us the states sy and sgq+2.  The four possible pairs of states that

can be Lold te us by the genie are (sce Figure 20):

i = 7 |
@) s YY)

n

(b) %h T S =0

(e) 5 T v, S T

(d) 8, " 0, 84 = () (11.4.306)

If the genle told us that the pair (a) were true, then we would have two possible

paths from s, = T to 84y = T One of these paths is given by

48

i s s - o

i s

B Y ST

e e e s v ot e el



ORIGINAL PAGE IS
OF POOR QUALITY

~
;'1
i
E
i

r
D - |
1
1
K
|
TO MSK MODULATOR
v slns ! coss ]
- N n n ]
Fipure 21, A Procoder for MK ‘TF
3
0
[ at = s - PR E
M hy ¢ wtl 5y B h (114,37
with acenmulated metrle [see (VA1) ]
- . . MY .- - * At ;
: ln(}n. 1,u) | m(.\nll.l,il/., \“’v( 1) A ‘\nll,r:(l) (11.4.38) ;
and data pivir duvdng the transic fong |
i
e [E— i z Ry i‘
du b, dn-ll 1 (11.4.349) .
, !
q
The other path fs piven by ;
| E
: - I’ é
R A LLRL NP (11.4.,40) ‘|'
1
J

with accunulated metyie

. o . [ -t " B oy - b . _/ ./'
m(_\“.l,,) t m(}“”. b, 3148) .\“.“(1) '\'n-i-l,ﬂ( 1) (11.4.41)
antd data pair dur gy the transitions
;
. - A A
d“ 1, tl“” ! (11.4.420)
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The best deciston rule given thoe information provided by the gende i to plek the .

path with the larger acewmmlated metrie. Tence, we wonld follow the rule:

Choose d“ m 1 1f and only i ﬂy“'v(l) - y“+1.ﬂ

If, on the other hand, the genfe told us that the patr (b) were true, then

|
|

|

(-1) -~ _yn,v(”]) * y“+|.H(l) ‘

we would have to compare the path given by :

i 0 !

S " 8 T T P "
¥y c(-l) * Yol B(«-1) (netric sum)
» [ ]
dn - -ll dn+1 - l (]]n4.43)

with the path given by

3
Ty 8 0

B "™ el T 2 n+d
—y“'c(l) - yn+l,s(l) (metric sum)
R (IT.4.44)

Here the decision rule 1u:

Choose d“ = 1 'f and only if —yn’c(l) - L) - —yu'c(—]) 4+ y (-1)

yn*d.,h ntl, 8
Note that this decistion rule is the same as that when the pgoende told us patr (a)

was true.  In fact, examination of the decision rules for all four possible pairs
of states s, and s,42 that the gente could tell us reveals them to be all fdent i-

cal. Thus, without the aid of the genfe, the best decision rale Is always:

(1) - v () +

Chuose dn = 1 4if aud only if yn.v(—l) = Yo, s L y“+l.ﬂ(l)
. The above rule assumes that we started with s = 0 or s = 1 and that n is
an even number. When n s an odd number, we have a similar rale, namely:

" i -1) + ~1) = 1) -

Choose dn = 1 if and only if yn,s( 1) y“+1’c( 1) yn,s( ) y“+l'c(l)
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Cret ity R M
Co Falt a7 ALy

_-—
Lot us detf e
y".‘_(»‘l Yi onoeven
P~
" y (-1); »n wld
T, H
'\'n.r(])g e
h ~ Y
.\:"'H(l); nooddd R EY)
Thotr, the two vrules combine to hecome:
Clhoose l.in =1 4 amd oonly
l'u - “nll ) Hy 1 ‘intl; hovven
p" + pn-H ‘lll - qn_H: noudd
ar, equivatentiy
v (,.l)“” . 4 (_])u
1l't pn-i 1 tyy KR
Thin sbuplitied demodulator s fllustrated in Fipure N
(-1)"™" D
- e
yn‘n'c( ‘) "'h...w ',ﬂ .|.] |
e ]
.........-—.’I A A
YI'H"I,‘(“) +] d :
n
puaranspmniiie
Yo, eV __*\,L ‘
- »
» ‘ -——‘”" q""l +
: "n«'rl,s( )
| (-n" D
~ T ;
! i
- s
= ]
Fignre 20,V Varfat bon ot Massev's MSK Recedver
51




4.3 General. Continuoua Phase Modulations

MiK 18 a special case of a general class of bandwidth eff {edent modulations
referred to as continuous phase modulatlon (CPM). A general CI'M signal can atill

be written in the form of (I1.4.18) where now

L t
0(t;u) = 21!'112 u, f g{r - aT)dv {11.4.46)

1M et} miM

and the data sequence {u“} consists of 1.i.d. symbols with probabilities

[

Priuv = k} =3 k= 1, 2, ..., &

L4

(I1.4.47)

.-

Typically M 4s taken Lo be a power of 2, e.g., 2, 4, 8, and we shall do so in our
discussion. Also, in (I1.4.46), h is the modulation index and g{t) is any pulse

shaping function satisfying the normalization

o

f a(e)dt = 3 (11.4.48)

- (XY

Thus, we see from our discussion in section 4.2 that MSK is the special case
where b = 1/2 and g(t) is a rectangular pulse of T-second duration {see (11.4.20)].
The modulator for CPM Is shown in Figure 15 with the multiplication by n
replaced with a multlplication by 2nh. The signal spectrum can be controlled by
the chodee of the pulse shaping functlon g(i), the medulation index h, and the
alphabet size M. The bit error probability and data throughput measured in bits/
second/Hz are also complex functions of these parameters,  In Part 1, we summarized
gome oi thie performanee results obtafned tn this area.  Here, we expand upon the
detadls of this work emphasizing the structure of the maximm-1ikelihood
demodulator,
From the practical point of view, we must limit the span of g(t). Assume

that v Is the smallest {nteger such that
g{t) = 0 for t > VT (11.4.49)

52

e e e - bl batuion




ORIGINAL PAGE {8

OF POOR QUALITY :
~ i
' where wo ansome 2 00) = 0 for t - 0, Then, we detine
: 4
| ' 1
\ HID I [ pl)de (I'l.fl..’)(\).
g 0
where
Gty = 0 for t <~ 0 (11.4,51)
)
and, trom (11.4,48),
l Gt) = 5 for t 2 vi (11.4.52)

The signal phase in the nth transmission dnterval nT s ¢t 5 (AT is given by

i
;1

W i

W(tgu) = 2l E S(LekT ]
0(t;u) th u, G(L=kT) 111
]

]

|

K=o

= 29h [u“G‘(L-n'l‘) + uu_l(}(t-(n-l)'l‘)

+ .0t Y~y =1) G(t—ln-(v—.l)]T)] !
!
n=-v b
‘ \ A
+ nh / w, (11.4.53) i
im..u\ :.
For the same interval, also deiine the phase state
(TSR
- B ARY/
W th E wy (I11.4.54)
{mmo
j
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the pulse abaping function state veetor

(

[ '/.r'r
ull—l‘ lin'_2| v N ll”_(v__!)) (ll /! )))

and the total state veetor

" (!nﬂ ) (11.4,50)

To emphasize the dependence on Yy Y, W rewrlte 0(tiu) as

o(t3u) Q 0L un,!n,yu); sty (n4 DU (11.4.57)

As before the maximum-likelilood demodulator finds the sequenee ﬁ.Lhut
maximizes (11.4.27). Considering cach sub-Intoegral, woe obtain the generalization
of (I1.4.30), namely,

(u+l)T (ut+l)T
f y(£)x(t;u)de = f y(LW2S cos (ot + 0(L; ws¥,ey, ) ldt

n't nt

- Jf [ Ya L(!u'"u) cos v, t yn,s(!n’un) ““"HJ (H1.4.38)

whure
(n+1)1 - .
ﬂ (!n’“ ) 2 v(t)\v/ﬁ ¢os [n“t 4 u 2uli GlL~nT) 4 2ah(a(e), g“)]dl
n'l
(n41)l
yn q(y“, “) A - y(t) 1 - xin n\L 4 W 2l G(t-nT) + 2uh(GCe), ]dl
nl
Glt) = (Ge~(n-1)T), G(t-(n-2)1), seony Glt=In=(v=1)]1)) (11.4.59)
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Newee, durbng the nih fnteeval the mas lwam=1 kel fhood recelver computes Mocompo-

nent pales y (y R ) ") mn all Y My The demodulbator §a veal 2l
n,e n.n n. n n

hy 4 Viterbi |ll}"“|71(lu“ with state Hn A (2".\[") amd beaneh et iy

m(y U Y Y )

it n,v(!

n “n) cosoYy oy ll N(V Yy ) Hin n

(11.4.060)

Note that unless hois chosen carcefully the phase term
n-v '
o
y“* w 2qh Z u, modulo 2w (I7.4,61)

10—

can take on an fufinite number of possible values causing the state space to be
infinite. From a practial viewpoint, however, we can always quantize the phasce
space and thus gquantize Y“*. MAwother poasibility is to carefully choose h to give
a reasonably small set of possible phase values. Sduce the state 1s 8, = (v, Yo ),

-n
is the number of disLtncL or

the size of the state spoce is M lll| whera |1
quantized phose values.

tne of the most commonly proposed pulse shaping functions, g(t), is the
raised cosine of span v. For M= 4 and v = 3 we have MY = 64 component. pairs
Ya,c g“,u } and Yy (gn “1) computed for each interval and a Viterbi algorithm
with 161} states whurv |I'} is determined by the modulation index h, Tor v = 2
we have MY = 10 and a Viterbi algorithm with 4|1] states. Clearly these new
bandwidth officient modulations require more complex signal procuessing for

demodulat ion.

5.0 Stmultaneous Phase/Data Demodulat fon

The cohevent MSK and CPM modulat tons deseribed in seetion 4.0 faplicitly
assumed an fdeal carvier phase refoerence was available, At this point, 1t 1s not
clear how convent fona” Costas phase tracking loops can be moditfed for application
to some of these wew bandwidth eff (e tent modulatfons,  Thas, In this sectlon we
deseribe a new open foop simultancous phase/data estimat fon approach f fest dis-
cussed i seetion 34030 o comnectfon with differential BISK,  This approach s a
maiural extenslion o the Viterbi demodulator structure that, as we have already
secn, s reguired tor data demodulat ton alone.
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Ruppose that durbag the nth time fnterval aT €5 (M7 the received signal
contalng an unknown phase perturbat fon denotod by ‘Pu‘ Woe aqaume this uwnknown

phase sequence ds a Markov eliadn deser Thed by

” ' T ) t ol , .'Ir
4~"_|.1 U “1\ for all n (11.4%.1)

whore “‘l'n'! Is an Lofudy seguence with

Wiy ] . = ' ] 4
l!.t.n (AW P k 0, 1l

-y 12| ey '.'-.]"i (’1.5.2)
Our approach fs to simultaneously estimate the phase sequence $oand the data
sequence u, o Bince all phase sequences ¢ oare not equiprobable, we use the
maxinum a posterfori (MAP) rule:

Choose u and ¢ correspomding to the Largest biased correlation

e

N
f yitrx(tse, ¢)de - ,0 e pld) (I1.5.3)

-

where p(4) s the probability of occurrence of the sequence e Here we have -
nored the signal energy term since the sfgnals of interest have constant envelope,
The MAP rule is known to minimize the average probability of decision error where
now we are also faterestoed in choosing the phase sequence ¢, The above Markov
chafn model is essentinlly a quantized approximation to a true phase process.,

With a sufffcient nuwber of quant Leat ion values determined by A and K, this can
be as accurate as {s necessary.  Generally channel nofse will be the dominant
source of degradation beyond a certain level ofr quant ization and finer quantiza-

tlon would not ¢lmige the overal! data bit orror probability,

5.1 MK Phase/Pata Demodulation

The MSK slgnal with data soquence v and phase sequenco o Is piven b
S 1 u | | 3 4 ¥

x{t,u,¢) = V24 cos [mut. + 0(tiu, )] (11.5.4)
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P

where for the nth interval ol < t < (n+l)T,

n-1
t-nT " v
O(L;l{ii) - u“-" ",2'[:‘_.. + 2. 2 ui. + ‘Pn (.l.l¢5.5?
{m—m

Lt s watural to now define che atate at the hegloning of nth interval as

i § : S

LT

where the phase space 1s now guantlzed to @ values (Q 1s a power of 2), namely,

2n

¢ = {0, A, 20, vue, (DA} A = J

(11.5.7)

Note that the set P also characterizes the set ol all possible values for the
state &
1

From {11.5.0) the state transition equation is given by

=8 ++u + 4 {11.5.8)

Thus from cach of the Q states in ¢, there are 2 possible values of u, and 2K+1
punsible values of 8 result ing {n 2(2K+1) possible transitions {assuming nonc
averlap) from each ol these states.  As before we compute for cach interval the

vevtor

.Y“ = (y“,{.(l-);yn’(.(""l-);}"n’s(-})|.\,"n,.‘_..("l~)) (11'5‘9)

adl use the Q state Viterbi algorithm with branch metric given by
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m(!“au“.ﬁn.an) - yn'c(un)cas Ap t y“'a(u“)ain "n

i
| N .
- gt p(s ) (11.5,10)
n b 11
Q¥

Although somewhat more complex, the barle demodulator for simultaneoun
phase and datn estimatlon lins the same realizatfon as a Vicerbl algoritim. For
MSK applications, Jackson [6] has shown that tfor varfons ranges of signal=toe-
nodse ratio of interest, Q = 32 is adeguate.  Also In most cases where the phnse
variations from vymbol to symbol ave small, K = L sufflces. Thus, we have a

32 state Viterbi demodulator with O transitiong tYrom ench state,

5.2 CPM Phase/Data Demodunlatlon

For the general CPM signal withl data scquence u and phase sequence §, we

still have a received signal in the form of {11.5.4) whore now

0(t;u,9) = 2whEﬂ§Kt-nT) + un_lc(t-(n-l)T) + .00t un_(v_l)u(t—[n-(v-l)]Tﬂ

n=v
+ nh E ug + ¢n s uT <t < (n4l)T (i1.5.11)

=~

Analogous to (IT.5.6) it is natural here to redefine the phase state of (11.4.54)

as

-V

Y, © nh E uy + ¢n (11.5.12)

{mew

but majntain the pulse shaping state vector v and vector function 4(t) as belore
[see (11.4.55) and (I1.4.59) respectively].

For the nth interval the demodulator apain computes the MY pitirs yn,c(g“,u“)
amd y (yn,u“) and uses this in a Viterbi algorithm with state at time n given

n,s
by (I1.4.56), lere the pulse shaplng state vector satisfles

Yo * FCypuy) (11.5.13)
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where y id atuply a shifted verston of L with " in the firat poaition while

ntl
the plare Rtate equation in

A8 (11.5,14)

3 “h“n~v+l W

Yn-H " ‘n

16 we again quantdze the phase spaee nto the 4§ vakuen of (11.%,7), tiwn, ana-
-l
Logous Lo MSK, we luve § phase stated amld MY pulae aluployg states tor a total
. VL |
W UM

demodulator fu plven by

atates for the Viverdbi algorithm.  The branch metrele for thisn Viterhd

u J)sin
,H(v ! n) "o

1 -1

miy, su 8 v oy u Jeos y o4
SALN n’“n'yu) bn.c(!n‘ pees vy Y,

Yo mops) (11,510,
2V

Note that the pulse shaphyy state vecstor which satis{les (L1.5.13) and the
phase state whieh satisfles (1L 5004) are loosely coupled through the data where
the Last component of ' bocomes the next liuput term to generiate Yol At thils
time it is not clear if a reduced state Viterbi demodolator can be devised that
has two separate troeblis ddagrams for these two state processes rather than a

gingle very large state diagram for state s = (EH,Y“).

C6,0 Bit Erroy Probability Bounds

Except for some speeial cases, oxact error probability evaluations are difri-
cult to obtain for the new bandwidth effictent modulations which introduce wemory
fnto the modulation process, o this section, we deseribe two basic means of
approximately evaluat ing these error probabtbities, The first, which [s particu-
tarly suited to coded communicit fon svstems, expresses the result fn terms of the
cutoef ! rate of the coding chamne! consist ing ot the modulator, radio channel,
and demodutator.  The second approach makes use of transter fanet fon hounds
and 15 most suwited to the evaluat ion of errvor probability in wieoded commut fcat fen
svatems. A detadled treatment of this latter approach s pliven in Appond s A o
Part 1V ot this report. Thus, heve in Part 1 we shall merely summarjze ity
salient teatures atd gooon drom there to apply it to the evaluation ot bit crror
probability in uncoded systems emploving bandwidth ety fefent modulat fons ot the
CPM type.
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6,1 Cutoff Rate

The cutoff rare v, is defined for the coding chamnel ereated by the modulatar,
radio cliannal, and demodulator. e representa the practically achievahle eade
rate In WMesZelinnmel uee,  For any speedfie eneoder preceding thin ehannel and

any speelfte decoder muceceddng Ly bowd can be deritved on the codal b erroy

prababtiey P, Ina form which Ia only o funet fon o e Sinee Lhe funetlon that ;

relotes b, to ¥ 1a undque tor viaeh encoder/decoder conbination, and ¥, fh inde~

O
pendent of the code used, thon by exprossbng things In thls form, we are able to
decouple the codlng from the rest of the commicat lon system,  As osuch, we can
compare the performance of various communteat bon systems by firat cvaluating them
in terms of thelr cutoff rate parameter.  The additional performance improvoement
obtained through coding can then be evaluated geparately.

in Part I, we discussed this coding parameter and gave several examples of

e ittt

its application. Here, we derive the baste formula for the cutoff rate of the
bandwildth efficient medulations discussed dn Scection 5. As alwayd, we assume a
white Gaussian noise channel.

Consider two data sequences of length 1, namely,
u = (UO’ Upy ereny uL—l) (I1.6.1)

g = (ﬁo, Gl’ LRI Y ﬁ],.—l)

P WP T P e © S - P e L e g v TR ST U Tomper

m
and their corresponding modulated waveforms x(tj;u) and x(tj;u) of duration 0 < t <
; LT. Next let ¢1(t), ¢2(t), ey ¢N(t) be an orthonormal basis for the set of
' all such signals of LT second duration. 'Then the signal components are
4
- LT 1
X, -f x(t;ﬂ)‘p“(t)dt
4
U
(K} .
in '“/ﬂ x(t;ﬁ)¢“(t)dL; ne= 1,2, .., N (11.6.2)
0
" j

]

.
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Without loma of generality when x{rju) is tranamitted we can compute At the
racelver the components

!0'1‘
Yy ™ f y(th(t)dt

0
. Xt ongg kw1, 2, ..., N (31.6.3)

where {nk} i3 as before an 1.4.d. sequence of Gaussian random variables with
zero mean and variance N /2.
A u N t 3 I - "~ A
letting x = (xl’"2' N xN), X - (xl,xz, N xN). and'y = (xl.yz. vee
yN), we have the conditional probabilities

N/2
1 ! 2
pylylx) = Gy emel ﬁ(’)llx."_’s.n )

and

) L N2 L o
py2|n) = (?Fﬁ;;) exp (- 'ﬁu ly-x 1> (11.6.4)

If x and i are the only two possible channel inputs then the maximum=)ikelihood

decision reglons are
A= Lyl o p(ylx))
aud
A= {‘Y‘:|)N(J-l-x-) - pN(_yl_x_)} (1L.6.5)

ssuming x s the transmitted vogueuce, the pair-wise probability of error, de-

wted Pr (nea), is given by
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»

Priuw-ut = pr(y_!}s_)dy (11.6.6)
A
Next note from (I1I.6.5) that
.11
1 Py (21 ’ £ A I1.6.7
‘ L] L]
S ;;Gzﬁs' or y € A (II )

Hence, we have the Bhattacharyya bound

- ]11/2
\ PN(XIE)
Priu+ri} s f p(x|x) dy
- = f N - pN(zl_) i

A

- f Vo (2lx) pyly(R) dy
A

Sf/PN(xlzs) py2iR) dy (11.6.8)

where :the last inequality follcws from the fact that we integrate over all

sequences y and the integrand is non-negative. Noting from (I1.6.4) that

NIZ * + " n
XTI '(,,%0) exp (-NLO Iy - ==l 2)%9(- zﬁa fx- % |I2) (11.6.9)

then substituting (I1.6.9) into (I1.6.8), and noting that the integral of the
f..st factor is unity, we get the final general form of the Bhattacharyya bound

for the additive white Gaussian noise channel, namely,

Pri{uri} < exp (} zl*||x - §||%) (11.6.10)
0
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Note that this bound fs symmetrle In x and x and thus L0 also applies to the case
“
where u is the data sequence and X is the transmitted sequence,  Furthemore,

regardless of the chotice of the orthonormal basis we nave

LT
lix - &1 =f [x(t3w) - x(t3a)1%ar (11.6.11)
0

Thus, (I%.6,10) alternately becomes

LT
Pr{uri} < exp —f [x(tsn) - x(t;y"_)]zdt (I1.6.12)
0

Averaging (II.6.12) over all independent equiprobable data sequences u and u

defines the function rO(L), namely,

LT
E Pr{g—rﬁ}‘ < E‘exp -f {x(t,u) - x(t,_ﬁ)]zdt 4 2-Lr0(L) (11.6.13)
v 0

If the channel is discrete memoryless, then ro(L) will be independent of L and
equal to the cutoff rate Tge For a discrete memory channel such as that created
by the CPM modulation/demedulation techniques, rO(L) will, in general, be a
function of L and hence cutoff rate is defined as the limit of rO(L) as L
approaches infinity, and as such is independent of L. Thus, from (I1.6.13),

LT *

1 ' 1 P
r, = - fjfu i ].(:sg2 E{exp]- Z'ﬁa f [x(t;u) - x(t;u)] de
0

(11.6.14)
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Up to this point, we have not made use of the specific form of the CPM
waveform as ghven by (11,4,18) together with {T1,4.460), When this s done

(F1.6,11) and (11.6,12) respectively speciallze to

LY

‘ 2 oy 12
iz - 5" = f Ix(r3u) - x(r;u) ) de
0
L-1 (k+1)T
g2
= f [x(t;u) - x{(t;u)17de
k=0 kT
L-1 [ (k+1)T
= 25T - 2f x(t;g)x(t;y;)dt
k=0 kT
L-1 {(k+1) 7T
= E 25T - ZSf c:os[O(t;uk,sk) - ()(t;uk,sk)]dt
k=v kT
(11.6.15)
and
o1 j- (k+1)T
petusa) & [] cxple NI costoltiug,m) = 0Em, ) lde
urul o= : 2N
0 0

{(11.6.16)
where, analogous to (11.4.57), U(L;uk,sk) represents the modulatfon angle in the

interval kT - t < (k+1)T. ([Note that, for simplicity of notation, we use the

‘vontracted form for the state at time k as given in (11.4.56).]

64




ORIGINAL PAGE IS
6.k, 1 Coheront. MSK OF POOR QUALITY

For coherent MS8K, we have [mec (11.4.22) and (T1.4.23)]

U(t.;uk,ﬂk) = u (t;!;’l) t oA Kl <ot o (k) (11.6.17)
and thus
Ot 8, ) = 0{r3u,8 ) = (u -1, )1 hohg 23 + (s e ) (11.6,38)
'k TRk k k 27 kK et
where
k-1
- _ "—! —__\
R E (ui “1) (I1.6.19)
ia_m

furthermore, since we are only interested in cns[O(t;uk,sk) - O(t;uk,sk)], we
can take all these differences modulo 2n,

Note that for this case we can defline the error

0 u -i:k {11.6.20)

4 kT mdel j
LR .
Iy n_kﬂf §] (11.6.21)
aud the error state ;

Sy T8 -8 Y
]

which can take on vilues in (0, ). Using these detinitions, we can shmpi ity the
intepral in (TEan 1) and (L1o6016) as follows: !
1
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(kt1)T
f c.oa[t)(t;uk sk) - (l(t.;l“nk,ﬁk)}dt

kT
(k+1)T
o | afEoKTY o :
f cosg [u,kﬂ( 2‘1‘) + Ak]dL
kT
(k+DT
= o o I .9 .
= ¢ous Ak f cos I}‘k“(.?'l‘ )] dt
kT
(k+1)T
kr
- sin Ak f sinl} “(21‘)]‘“
kT )
et : €T
= COos Ak f cos -—~—L dt - sin Ak sin ST dt
0 0
) T cos Ak.’ e = 0
0; € = =2,2
Next we define
(k+1)T
s']_'_sf cos|e TT(t—"-','lS“I‘>‘| A ]dt
. k'\ 21 k
£Ce, 1 A,) 4 exp §- LY ——
k* 'k !

]
]
]
=
)
ST
zi"i
o~
\—/
=
U
)
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which results in the Bhattachavyya hound [aee (1T1.6,16)]

l=1
Priumt - F (e sAy)
] e

= oxp {- ,th (L - g vus!\k)
70
¢

rkﬂl)

(11.6.25)

To evaluate the cutoft rate v, we mst consider the averapgoe®

0

I-1
b F Qo sA ) A
[T rogmlay

where E{*} 18 the expectation over the sequence of i.d.d. errors vt tr o tee

and we have chosen A, = (¢ as the Initial error state. In terms of the

v
1~1 0
probabhility q(rk) of (11.0.21) we have the conditional expectation

L"i. I‘_‘E
K Il']l) (o sAD 14y = u] = Z Z Z [T atia
oo Yoy k=0 1.6.90)

where the summat fons on V! 1 cach range over (=2, 0, ),

(A PN
Next uote From Figure 273 that the ecrror state diagram is simply a two state
diagram where both e T -2 and e T 2 oresult in o change of state and for T t
the state remadns the soow, Since, from (11L60,201), q(=2) = q(2) - 1/4, the
probability of a change of state bs /2 as s the probability of no state

chiange.  Detining the matrix,

ARinee g I detined as o Limdt o as Logoes to inrindty, the value ot g is inde-
pendent of any juitial assumpt ion. Thus it bs suttbicient to vonsider the stae
tistical average o above cond it foed on any of the dindtal evrer states,

67




ORIGHHAL PAGE 13
OF POOR QUALITY

ek=0

Figure 23, MSK Lrror State Diagram

l' . -1-‘ » Y

= |
1. | ;
| 5120 5E@m)] )
i 4
| ]
! aad
| 1 Loxo - S..T_)‘ i
2 2 ! NQ
L ( gr) Lo - 51)
| 2907 2N,/ 27PN 2ng/] (11.6.27)

il M s n
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we have the partial aum

f(O 0) + - f(z 0) 3 A, =0

L~-1

E 4 ("1.-1)’7 ("l.nt“\l.n.l.) )

L
Iu"‘t

%I(U;ﬂ) o+ Af(Z;ﬂ) i A - g

2 L-1

(IT.6.28)

where the term for AI*L ® 0 correaponds to the first component of the vector

(1 1]

and the term for AI“1 ™ m corresponds to the second component. Next note that

Z E C-2) 90 Ry il P EGey ity )

*L-2 fL-1

Lecos0) 14 o leeo.
5E(0;0)[5£(0;0) + 5£(2;0)]

1., 1 1
+ 51(2;0) [3£(05m) + FE(25n) 15 A =0

L-2
1 . '.!'..—' . -!:. »

i 1 1
+ 5f(2;n){?f(0;ﬂ) +-§f(2;ﬂ)]; AL—Z = q (11.6.29)

Here the term for Al , ® 0 is the first component of

2
1 1w
while fts second component {s the above sum for AI 9 ™ 7. Finally then for the

f~told sum veguirved in (11.6.206), we obtain the desired result
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il L[l
[ kUO FOind ag =0} =11 1)y [u] (11.6,10)

Nete that 1if we had assumed Au = 1 as our inicial state, then, analoagous Lo
(11.6,30), we would obtain

L),
110
E fCo, sA YA, malm [V 3] " (11.6.30)
ll!:lﬂ k' 'k l 0 \ — []]

The matrix f is non-negative and irreducible. The Perron~Frobenius theorem
[7) states that such a matrix has a real maximum eigenvalue X and an associated
positive left eigenvector. Defining o > 0 to be the ratio of the largest
component of the left eigenvector divided by its smallest component we have the
inequalities [8; p. 338]

[+)

LL ¢yt [ﬁ] s ak | (11.6.32)

Thus from (11.6.14) and (I1X1.6.30) the cutoff rate is

1
Ty ™ - Rim logzlll 1]:!1‘ [t]]
Lo

- '1°82’\ ' (11.6.33)

Note that in arriving at the final equality in (II.6.33), we have made use of
the fact that

1 1 1
uleogz 3" zim-i 1032 am 0

L L4

For the matrix .fof (1I.6,27), we have the maximum eigenvalue

2 3

1424Vl 2242
4

) + 42

(11.6.34)
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where

S -}
L= exp ( 2N0) (11.6.35)

Figure 24 18 a plot of Xy of (11.6.33) together with (11.6.34) and (II1,6.35)
versus 5‘:'3.‘/1\!0 in dB,

6.1.2 MSK Phase/Data Demodulat lon

For the simultaneous phase and data demodulator discussed in section

5.1, we still heve G(t;uk,sk) as in (11.6.17). However, the state Bl is now

given by (11.5,6) and includes the unknown phase ¢k which satisfies

¢k+1 = ¢k + Gk (11.6.36)

Assuming again that the phase space is quantized into the Q values of (II1.5.7),
and the error and error states are still defined as in (I1.6.20) and (II.6.22)

1.2 | T 1 l | | I | I I | |

IO e -

"o bits/symbol

0.2~ -
0 A VAR AU VR SN SN NUUN WU N S R
-3 -2 -l 0 ] 2 3 4 5 6 7 8 9
ST/NO, dB
Figure 24, “omputational Cutoff Rate versus Signal-to-Nolse Ratlo for MSK
Modulat ton
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respect ively, then analogous o (I1,0.26) we havok

1-1
B 2 f(r‘k;f\k)ll\() = )
k=0

-%ZE Z Z Z :D: P(Mk)q(ek)f(ekwk)

€11 AGO AGl ML-l
(11.6.37)

since the expectation must now be taken over both the data errors {ek;k-O,l,...L-l}

and the phase perturbation errors {Aék;kaﬂ,l,...,L-l} defined by

A
Aék & Gk - Gk (I1.6.38)

with probabilities {p(A&k)}. To illustrate the independence of (ek;Ak) in
(11.6.37) on the phase perturbation errors Aﬁk, we write the error state Ak as

k~1

] ﬁ )
5= Z (uy=8,) + & = & (11.6.39)

{maco

Then the error state transition equation becowes

k-1
m ~ . ® - -
by = 2 Z (ugmuy) 4 g (nemu)) + dgy = P
p L A
k-1
I L " n "
PIRTEART SRR AR R

fom—c

[
wla

“ "
- Ak + 6% + ék - ék

*Again insofar as computation of rg {s concerned, it is sufficient to consider
only the statistical average conditioned on one of the initial states.
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- Ak + .S.l__k + Aﬁk (I]'..ﬁ.liﬂ)

Note that while {;k:knu.],...,L~1} at1ll ranges over the values (-2, 0, 2) i
thelr respective summations of (11.6.37), {A&k;kHU,l,....L~l} ranges over the
Q phase values of (V1,5.7) In thelr respeetive gummat fona. Thus, the number
of states In the error atate translt lon diagram for MSK phase/data denwdulat lon
th Q. (Note that sinee @ s assumed to be n power wl 2, the ehnnges In error
atate poducod by Lk"“ and A8, =n, nk“2 and ASR-U, or . =2 and Aﬁk-U arv all
fdent feal.)
Now, as hefore, wu.dvfjuv thie matrix

oA - |"1J‘ (11..6.41)

where

p{AS)q()f(u33A);  if the state 1A can be reached from the

a, . = state jJA for some pair & and A8

1j
0; otherwise (11.6.42)

Then, following steps analogous to those leading up to (11.6.30), it can be

gimilarly shown that

1
]._‘_ 1. |
= k k :

Fart hermore, nsing iequal ities on the matrix maltiplication in {11.0.43) identi=-

cal to those in (11.6,.32), then the cutolf rate fs onee apaln given by

Ty T ~tog, ' hits/symbol (11.6.44)
where «in the mas fmum eigenvalue of .of as det ined o (J1o6,41) topether with

(L. 0600,
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6,1.3 CPM Phage/Nata Depodnlarion
The wost general CPM ease dnelnding gl taneaus phase and daca demodu-
batdon follows Che same pattern an the MEK remlvs,  Here we have far the Inverval

K1 gt (b)) the phase temw [hee (T1.5,11)]
T - e -k 4 2 e
U“'"lt'“k) 2ubin, GCr-kT) A 2uh () avy)
k=v

4 nh E ‘W14;¢k

-‘Lm,-.nn (j 1'—!"!’. '-;')

whore Yy nnd (L) are detdned by (11.4.55) and (15.4.59) respertively.  Further-
more the plhase state Yy iw st1ll as dn (371.5.12) and the total atate ls onee

again given by

LY ’

. om St b
) (gk,‘rk) {I1.0.406)

<

As in the previous parts of Section 6, we can define the error o) by

(11.6.20) and the error state Ak by (11.6.22) which in view of (17.0.40} becones
R AN T (11.6.47)

To evaluate the computational cutoff rate 1, for CPM phase/data demod-
utation, we need Lo evaluate a conditional expectation analogous Lo (11.6,137)

where f(uk;Ak) 18 still given by (I1.6,24) but now
O(t;uk.sk) - o(t;dk,ék) = Zﬂhtkﬁl(t-kT) 1 2“h(9(t)”¥k-§k)
k-v

+ Th Z vt wk'&’k)

{Remm

= 2nhnGLSKT) 4 2a(GCL) vy =0y

+ yk-ék; KT < b« (k+1)T (17.6.48)
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which is a funetien of r, and A through (I1.6.47), Thus, we have

R

1~k ,
£y iA) A, = B
I, coimoing = 1

. -1
. [ Y A (AG)( )t( ‘A>
"Z 2 E ;:Z: Z:LI:LP R/AVERIELELI R

£q £y A A '

“L-1 0 1 -1

i e 1.2 e ~sil il

it M
J——

R (11 ... g™ (11.6.49)

s O

where the components of the matrix . are given by

-y p(Ad)q(e)f(e:ﬂj); if error state Bi cun be reached ;
» LR from error state B, for aome '5
— 13 3 ~
- pair € and Ad !
0; otherwise !

»
- \11.6.50) ‘
and the error states are denoted by BO' Bl. 82'. ey BN a1° Here Na is the !

number of error states, thus defining the dimension of.f . Finally, the cutoff '
rate is again given by (I1.6.44) where A ig the maximum eigenvalue of W :
defined in (11.6.50).

6.1.4 Evaluation of Yy

The numerical evaluation of the cutoff raie, Ty raquires, in general,
computing the maximum eigeavalue of a non-negative irreducible matrix Af. We know
from the bounds in (71.6.32) that as L increases, the quantity _@_L{LiT where
x=[11.,, 1} and y = [1 0 ... 0], approaches a constant times AL or,
equivalently

uof
Lo 5o g1 (11.6.51)

i
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Thus, a good algorithm for computing A requires successive evaluations of zngx?
for several values of L until the above ratio converges. Generally since ol 18
a spargse matrix with few nonzero elements per row or column, an efficient

algorithm for computing the vector sequence
T .
y,. =y -1 (1I1.6.52)

where

10T -y (11.6.53)

can be develrped even for a large matrix .o [9].

In order to compare r for different CPM schemes, it is important to normal-
ize with raspect to some common RF bandwidth. In Part 1, we discussed the suit-
ability of using the 99% power and FCC definitions of authorized bandwidth B = 2W
for commercial communication within the United States. To promote a feeling of

continuity between Parts 1 and II, we shall use these definitions in the examples

which follow.
For given values of 5, B, and NO a convenient parameter to use in our

comparison is S/N,W = 2S/N.B. Thus, using the value of time-bandwidth product
0 0

o L WT for the modulation technique under consideration, we have

s 1 fsT ST
S ifsty_ (ST (11.6,54)
N wr(uo) (No)

Also, it is convenient to normalize T, by 2a = BT and define the computational

cutoff rate
A %o
RO = 3 bita/sec/Hz {11.6.55)

The signilicance of RO is that it represents the maximum practical throughput of
the modulation scheme. Thus, if from our previous results we determine r, versus

ST/NO for a given modulation scheme, then using the corresponding value of a in
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——
(11.0.54) and (11,6,55) wo have an cquivalent relation hetween R“ and S/Now. Also
note that the max imam value of RO’ namely (12, 13],
log.,e -*"5
§ \/ 8
R*=(H -)[1+——'--"— i ]
— 0 Ny 2NOW
S 2
+ 1/210g,[1/2{1 + \f1 + —é—ﬁaﬁ (11.6.56)

?
| is also given as a function of only S/NOW. ;
- Figure 25 is an illustration of Ry versus S/NgW for various CPM techniques ?
- all having a rectangular pulse shaping function (see section 4.3) of duration ;

vT, i.e., 3
- E%T; 0 <t < v 1
f g(t) = {11.6.57)
> 0; otherwise ,
5 i
% but different values of h, v, and alphabet |U| for the data seguence {un}*. Also
shown in this figure is the capacity C which is given by ‘
4
3 !
‘ ¢ = 1/2 log, (1 + oo (11.6.58) !
2 NOW {
. i
2 a
g? For MSK (h=1/2, v=1, and |U|={£1}), the 99% power requirement is satisfied when ]
- 6] 2« = 1.17. Thus, from (I1.6.33), we have ;
» ]
!
R, = - L Lnd = -,85471n) (11.6.59) %
0 2ua ' ' g
!
where A is given by (11.06.34) with 2 [see (11.6.35)]) now expressed in terms of ;
S/Now hy i
:

, vfs\ Lo e s |
Z pr[— 2‘1‘(5\10,“)] txp[ .8)47(;0“)] (11.6.60) :
{

*In these results, we also allow [U] to include the level zero in addftion to the
usual levels +1, +2, ... , +M/2.
- - 77
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0 | I |
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Flgure 2%,

Ry versus Signal-to-Noise Ratio for Coherent,
Max imum-Likel fhood Demodulation, 99 pervent
Sandwidth, Rectangular Filter (Reprioted from

{6])
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Since from Vigure 24, we wee that Yo dpproximately attains Its maximum value for

b”l'/NU*-f) Jdl, then for H,r'N“N T dB we would have RU = W87, For the other CPM

techinbques, we observe that i fs possible over cortatn ranges of S/N”H vilues

to attain close to the maximum practieal handwidth orficiene ios an measured by
RU* even though these signals are restricted to be constant envelope,

Figures 26, 27 and 28 are plots of R0 vs S/Now for the more restrictive FOC
definition of bandwidth and several different pulse shaping functions, 1In par-

ticular, Fig. 26 corresponds to the rectangular pulse shape of (11.6,57),

whereas Fig, 27 and 28 correspond to the raised cosine shape

A AL
ToT [l - cog \ﬂ,] 3 0 <t < T

g(t) =
0; otherwise (II.6..1)
and the triangular shape
2 o
t; 0 <t < vI/2
2.2 - -
v T

gl{t) = -Tfff (VI~-t); vT/2 St
0; otherwise (11.6.62)

respectively, In these figures the curves are labelled XZ2Y where

Y = v, pulse menory in symbols
[duration of »(t))

RE, rectangular pulse
Zi = RC, raised cosine pulse
TR, triangular pulse

Lh=1/2, ju| = {0,+1}
X = 2 b= 1/4, |ul = {0,41,42,43}
3h=1/8, |U| = {0,41,42 43, 44,45} (11.0.63)
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Figure 26. R, versus Sipgnal-to-Noise Ratio for Coherent,
Maxtmum-Likelihood Demodulation, FCC Bandwidth
Rectangular Filter (Reprinted From [6])
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-~ 0.2 ‘fyansfer Munction Rounds

Tranafer funetion bounds were originally dntroduced by Viterhl [10] for

evaluating the bit error probabllities of specific convolutiomal) coden used in

symmetrie memoryless channels,  later these were applied to finding error proh-

ability bounds for amplitude-modulatod slgnals uned In

channels |11, In Appendix A of Part

intersymhol interforence

IV we have general tzed this approach HO aH
24

Lo apply to almost all situat fons nvolving the Viterht algorithm, We briefly

sunmar Lze 1ty salient features hepre and present, as an example, Lts application
to MSK,

Thwe generalized transfer functfon bound applics to diserote time systoms

. where the sipgnal {s deseribed by the general form

| xk = f(sk.uk)

: 8

khl = 8(8au) (11.6.64)

where the state 8 at time belongs to a finfte set 8§ of size

8. Here (u b is

some {.i.d, sequence, usually a data sequence,  The channel is characterized by

Yy = hilx,n) (11.6.65)

where {uk} Is an d.i.d. sequence that i

.

s independent of the data sequence {uk}

Since we can assume any branch metric of the sweneral form m(yk:sk,up), then, given
29
the channel output sequence {yk}, the best estimate of the SEQUene e {uk} that

minimizes the total sum

"

}E: m(yk;ﬂk,uk)

K=

can be found usiog the Vitorhi alporithm.  Note that this is not nee. satily a

maximm-1 kel ilood or max o i=posterfovi metrie,
To evaluate the pertormance o the Viterbi alporithm we t{rst detine a
distortion measure

33
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At N

| d((ak.uk),(sk,uk)) for all k

i where {Hk}, {uk} are the actual state and data sequenced nnd {ak}. {ﬁk} are the

\ corresponding sequences found by the viterbi algorichm, The transfer function

; hound 1s a bound on the average distortion

'. HOERE RN CNE

I where the expectatlion is over all sequences {uk} and channel nolse seguonces {“k}'
Ihic measure of distortion is general and has as a special case the usual error

distortion measurg

1; Uy # U

d((8,,8,),(8,5u,0) = 14, (11.6.66)

Uk" Uk

1f the data sequence is binary, then the expected value of this distortion d

is the average bit error probability.

The average distortion is glven by the general expression

d = u{d((ék,ak),(sk,uk))}

- Z O IICICCAR I ORI DI (11.6.67)

8

where s is the actual transmitted state sequence and q{s) is {its probability. To
evaluate the expectation required in (11.6.67) we examine the probability that
the Viterbi alporithm selects the data sequence ﬁ with corresponding state
sequence s given that u and g are the actual transmitted sequences, This prob-

ability is upper (union) bounded by pair-wise error probabilities of the form

an

Pr(u) = Pr E miy, s 88, 2 E m(yk;sk,uk)Lg (11.6.68)

kzaom ke e
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which can be fuwrther bounded ustng the Chernoff hound

Pr(uon) © Rdexp /\Z (m(yk;;ik.ﬁk) - '"(yk‘”k'“k)) |u
Jgezr amins

T | R (AR N RS (11.6.69)

ke —in
whare

DL (B0 ) (80 )) = Ejexp )\2 (Y5 8,00,) = mly 8,900
ez mow {(11.6.70)

is a conditional expectatlon given the actual state 8 and data u, at the begin-
ning of the nth interval., The parameter A is non-negative and can be chosen to
minimize the Chernoff hound,

The parameters {DA((QH,GH),(SH,UH))} play a key role in the evaluation of

the upper bound to the average distortion, 7To evaluate these terms, we define

super states 8, consisting of pairs of states (ak,ﬁk) and super inputs U, consist-
ing of [nput pairs (uk,ﬁk). Next we consider all possible transitions from super
states to super states for all possible super inputs. The average distortion

then has the bound

o« 179 91C2)

where

z 22 a8, u)
1w -2, 2, v | ] AU, (8,1,
i=1 300, 1) k=(
(11.6,72)
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In (JT.6,72), 8§ 1s the kth super state, B ts the keh super Inpur, d(Sk.Uk) Is

k
the distortion assoeinted with the kth cloe Interval, pOo) and (o) are probabil-
' ies annoecdated with super states and super Inpats, and 8000 7) s the set o all
nenzern supaer state sequencoed,
The bound fn (11L,6,71) can be reformlated In wtrix form where the ke

matr bz A has clementy o, representing Che super state teansi fons, oe,,

i)
d(s, u)
2 ' q(U)nA(AI,U); Lf U exlatys sueh that super
4 . state S can be reached from
i) sMUper stale Sy,
0; othuerwisc (11.0.73)

The detalls of this formulation arc discussed in Part [V, Appendix A,

For the special case of CPM, and the error distortion in (11.0.60), the
evaluation of the transfor function bound on the bit errov probability s simpli-
fied becausc DR((ék’ak)’(sk’uk)) depends only on the difference A, states and
difforence K between ifnputs as defined in (11.6.22) and (11.6.20) respectively,
Thus, the key matrix is a difference state transition matrix analogous to the
super state transition matrix discussed above only having much smaller dimension.

In the following section, we {llustrate this with the MSK examplo,

6.2.1 Coherent MSK

Consdder now the case of MSK modulation with an ideal phase reference.

For this case, the exact bit error probablility fs gliven bhy#

(11.6,74)

*Note that 0 the data Is 1irst precoded (nsdug, a dittrerential decoding operation),
then the bit error probability performance of MSK will becowe the same as that ol
voherent BPSK tmmely Py ™ Q(VQHI/N“).

¥
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where

Qlr) = f ',', vxp(-y2/2)dy _
(SEC (11.6.79)

ta the Causslan probabi ity Integeal.,  We now wlsl to eompare thbs exact result
with the transfer fanct lon bownd on bit crror probability.

Recalling From Scetion 4.2 that the Viverhi domodudat fom algorithm for MSK
uses the maxbmm-~1 tkelihood metrle of (L0L4.39), then the Choernott bound of
(15.6,69) becomes the Bhattacharyya bound and (s minlmized for A« 1/2, Thas,
comparing (17,06,69) with (11.0.25), we fnmed Javely observe that

R ~ A
D)y (i) s o)) = 0y ) (i) = 16 A (11.6.76)

whoro f(ﬁ‘-‘”\k) ig defined in (I71.6.24), lPFurthermore the difference state i1ran-
sition diagram is shown in Figure 2%a which is identilcal to Figure 23 except that
the branches have now been additionally labelled with the appropriate difference

state transition matrix clements Ay These matrix celements are given by*

. st
{111 - 1/2 pr(- NU)

a,, ® 8., = 2 expl- 5
o1 10 ( ‘ZN()) (11.6.77)

= 1/2

e

200

*Normall y “the —klllh transition has the form
d( 5,.k)

i1/2 » 1)”2

(Ak;t-:k) .

lowever, transition: from O to 1 and 7 to U correspond to v o= =2 or = 2,
_ o k k
Thus the 1/2 factor is added twlee lnoay, and a, .
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{a) DIFFERENCE STATE DIAGRAM

@0

0 %0
(b) MODIFIED DIFFERENCE STATE DIAGRAM

Figure 29. MSK Error State Diagrams

e oo

Next the modified difference state transition diagram is illustrated in

Ly

Figure 29b where by inspection the transfer function is simply

a a
. o 10
ll (z) = L_l._...-....‘:'.l.'-”
n
%
2 ( STy 3
27 uxp(=
1~ 172 exp(- -;q-')
v (11.6.78) |

Mhus, equat bng the average distortion ol (i1.6.71) with the averape it error

-
= probability, we obtain the bound {
3 1
N '4
~1
1
!
a8
4
4

e — A A=
e e s i i ! St 3 A o —J
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o dT(2)
Ppoo M2 mnt s '
wxpfn
= - RIS TLE T RS INV‘)' B
b
Ve 12 vapf-
N,

(I1.6,.79)
This resutt ean ho estended to the s ) Lo

phase/data demoduiat fon recelvor
for MSK modutat Lon.

The primary change is that

Lo the number of quantizat fog levols § for the Pliase space [0,21), ®™

bit ervor probability for MSK as
with the transfoer

the slpnal state is now enlarped

gure 30
computed from (11,6,74) ilong

shows the exact

funct ton bound for ideal (por

fect phase reforence) coherent Msy
s computed yron (L1.0.79),

Also shown are vurves for simul tancou

8 phase data/
demodulation with G232 and (10,

For the latter two case

assumed constant with g untform distribut ton over fo,24],

8, Lthe unknown phase js

Nole that Q=32 results
fea very smal ! degradat fon s compared to the fdeal coherent case,
When a couvolutional code (s used together with any of these modulationg

and modulator together can be described
signal process and the nix § mum-
realizoed with a Vicorhi aiporithn,

with memory, the overall encoder as a
Fivnite state Hkelihood receiver would again be
This alyor itlm would cambine the two apera-
tions of demodulat Lon and decoding.  The seneralized transfer function bound

approach can also he applied in thes

iwoconvolutfonally coded CpM systems,
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